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Ab Initio and Density Functional Calculations of the Energies of the Singlet and Triplet
Valence Excited States of Pyrazine
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A total of 33 ab initio or density functional schemes are applied to evaluate the vertical excitation energies
of each of six pyrazine triplet excited states while 22 schemes are applied for each of eight singlet excited
states; recent EOM-CCSD(T) results for the singlet states are also considered. The highest quality results are
obtained using CASPT2, B3LYP, and EOM-CCSD(T) methodologies. Time-dependent density functional
methods are found to produce excitation energies for triplet states in excellent agreement with those evaluated
directly. For singlet states, the state-average method, which is commonly used to treat spin contamination, is
found to give poor results compared to those given by time-dependent density functional theory. While the
notionally most reliable calculations support the (contentious) assignmeéBit,afnd®B,, as given by Walker

and Palmer, the errors associated with the methods are too large to provide an authoritative assignment.
Reorganization energy calculations indicate st is very broad and has been incorrectly assigned; they
also suggest that this state could be responsible for the observed chaos én-thg; @bsorption spectrum

of pyrazine crystal as well as the observed high vibrational relaxation efficiency. of T

I. Introduction feasible for single-point energy calculations on pyrazine and it
Bas been applied for porphyrif,but applications to larger

The electronic structures of the azabenzenes have been StUdiesystems are unlikely in the near future. Other newly developing
extensively using a range of experimental technidumsg, as ) .
y 9 9 b methods such as EOM-CCSD{¥)are also expensive.

a result, these molecules have often been used for the verification ) / !
In recent years density functional techniques have had a

of new computational schemés'3 For many, the identities of T ;

a variety of low-lying excited states are now knowit. dramatic impact on ground-state computations as they are more
Typically, however, insufficient purely experimental evidence '€adily applicable to large systems than are ab initio Hartree
can be gleaned in order to produce a complete analysis, either-0ck self-c_ons_lstent field (SCF)_ based calc_ulatlons. Progress
because some electronic states are “dark” to all available O the application of these techniques to excited states has been
techniques, or because the data suggest a range of possibIH‘UCh slower, however,.prlnmpally because of the absence of a
interpretations. Ab initio computational methods for determining "gorous general formalism. A variety of approaches have been
the excited states of small molecules with on the order of 6 to introduced, with reasonable success, and in this work we
10 heavy atoms have advanced significantly in recent years,|nvest|gate three different density functional methods through

but absolute error bars tend to be within the range 0f-0.% calculations for the triplet and singlet excited states of pyrazine,
eV. As excited-state energy differences are often smaller thanComparing the results to those obtained from a variety of
this, these computational methods often cannot reproduce(tyPically more computationally intensive) ab initio approaches
important fine details. However, by combining available ex- @S Well as the computationally very efficient semiempirical

9,20 i i
perimental and computational information, a reasonable descrip-CNDO/S-CF approach. All methods used are described in
tion of the low-lying excited states can regularly be obtained. detail in section II; in total, 22 schemes are used to evaluate
For pyrazine, 68 excited states have been observed experi- singlet vertical excitation energies while 33 are used for the
mentally in the singlet and triplet manifolds. Assignments of triPlet states. Resuits obtained using offiéi® high-level
these states have been suggestetfand questioned* while computational methods are also assimilated.

some assignments are clear from experimental data, others are After examining the reliability of the quantum chemical
based on computational results. Also, it is clear from computa- €chniques, we review the assignments of the experimentally

tion that some low-lying singlet and triplet states remain to be observed .electronic states. I_:Qr the.singlet states, this assignment

observed. appears firm, the most significant issue relating to the location
We review the assignments of the singlet and triplet states Sf the unobservedA, state. For the triplet states, orf§s, and

of pyrazine by examining the reliability of the computational ~Bzg have firm assignments; four additional states have been

methods used in making the assignments. In principle, ab initio ©0Served but their assignment is based largely on matching the

calculations can provide results of very high accuracy, sufficient 0bserved energies to those calculated, and the first complete

to answer all unresolved questions. However, the computational@SSignment, that of Walker and Palméhas been debated by

resources required increase very rapidly with both the level of Fischer’ _ .

theory and increasing molecular size. One of the best available EXperimentally, assignment of an observed transition often

ab initio methods, CASPT2 (see later), for example, is quite "equires the analysis of vibrational fine structure. Computation
can assist this through the evaluation of adiabatic potential

* Corresponding author. energy surfaces and through the analysis of nonadiabatic (or
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vibronic) coupling!* Complete excited-state vibrational analyses

are very rare, and, in a subsequent paper, we perform vibrational

analyses for a variety of excited states of pyrazine and compare _

the results to the available experimental dat8uch analyses /]

provide detailed high-resolution information but are computa-

tionally very expensive. However, important low-resolution

information can be obtained by simply optimizing the geometry A

of the excited state. During this process the energy falls from _. : i ) . .

the vertical excitation energy, the average absorption frequency Figure 1. Possible wave functions involving two electrons in two
! ‘orbitals: (A) ground-state singlet, (B) a component of the triplet excited

to (excluding zero-point energy effects) that of the @  gtate, (C) and (D) equivalent spin-contaminated wave functions that
transition; this is called theeorganization energyl of the are neither singlet nor triplet.

excited state. For pyrazine and most molecules, the reorganiza-

tion energy is approximately that from the onset to the maximum in Figure 1 in which, within a two-orbital subspace, we show
of the absorption band, and is readily determined from low (A) the electronic ground state, (B) a component of the triplet
resolution spectra. If both absorption and emission spectra areexcited state, and (C) and (D) two degenerate components
observed experimentally, as?d¢he case for pyrazine;Sthe relevant to the singlet singly excited state. Wave function (B)
reorganization energy is given as half of the shift between the is an eigenstate of electron spin and it does not interact with
band maxima. Here, we show how this information can be used the other two components of the triplet state. Wave functions

\_
|—I
|
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—

I el

C D

to verify state assignments. (C) and (D) are neither purely singlet nor purely triplet, however,
and an interaction occurs between them; this is cadlpith
Il. Computational Methods contamination their symmetric linear combination forming a

. ) singlet wave function while the antisymmetric linear combina-

A variety of computational methods are employed, as jon forms another component of the triplet wave function.
described below. Unless otherwise stated, all calculations are Spin contamination can be readily treated using multi-
performed using the cc-pVDZ basis $84ll vertical excitation configuration SCF (MCSCF) approaches, or, as the spin-adapted
energies are evaluated at the optimized B3LYP/cc-pVDZ \yave functions can be specified analyticafy#4 more simply
geometry of the ground-state;Sor this state, the calculated through restricted open-shell HartreBock (ROHF) theory.
CN, CC, and CH bond lengths of 1.339, 1.399, and 1.095 A, Unfortunately, these approaches do not rigorously appear as part
respectively, which differ by at most 0.002 A from the  of density functional schemes as the orbitals are used simply
experimental value¥,while the heavy-atom bond angles differ represent the density and are not used to form wave functions.
by only a fraction of a degree. This and other geometric data e ristically, one can proceed by assuming that the orbitals can
are given later in Table 7. As noted previou$fyhe calculated  pe sed to form wave functions and hence eliminate the spin
ground-state geometry of pyrazine is reasonably insensitive t0 cqntaminatior?s37 In common use (see e.g., refs 34, 3538
the computational method used. Also, cc-pVDZ appears as angg) however, is a less sophisticated approach. It is based on
optimal basis sét*for valence excited states; all of the states e fact that, for a given occupied orbital set, the SCF energy
considered here are basically of valence type, but we do performgs the spin-contaminated wave function is theerageof the
some calculations with the augmented basis set aug-cc-BVDZ  gnergies of the singlet and triplet wave functions. In a ROHF

to check for partial Rydberg character. _ calculation, the program makes this correction (eliminating the
(a) SVWN, B3P86, and B3LYP Methods (Triplet States  gpin contamination) at each step in the SCF procedure and the
Only). The local-density approximation SVWA¥?’the nonlocal  result is an appropriate singlet wave function and energy. As is

B3P862 functional, and the hybrid B3LYP functiorfdlare commonly applied to density-functional methods, the density
direCtly implemented for trlplet excited states USing the Gun- and energy of the tr|p|et and Spin_contaminated states are
narssor-Lundqvist theorent? This theorem shows that the  individually optimized, and, heuristically, the energy of the

Kohn—Sham method may rigorously be applied to evaluate the singlet state is approximated assuming that the energy of the

energy of the lowest triplet state belonging to each irreducible spin-contaminated state remains the average of the singlet and
representation of the molecular point-group symmetry. We triplet energies, i.e.,

implement this usingGaussian-9%" (the results are named

SVWN, B3P86, and B3LYP) as well as the Amsterdam density E(singlet)~ 2E(spin contamined)- E(triplet) (1)
functional packag® (results named SVWN-ADF and B3P86-

ADF) using the polarized doublgquality ADF #ll basis set.  This method is unsatisfactory in that no density is produced
By setting the orbital occupancy to that corresponding to some and analytical gradients are not readily obtained. Also, numeri-
high-lying triplet excited state, it is also possible to find cally less satisfactory results have been obtained compared to
additional, unstable, self-consistent solutions to the Keimam explicit (heuristic) embedding of the spin projection within the
equations. This approach is not reliable as the electron densityDFT calculatior?37 Nevertheless, this method is readily
may spontaneously collapse to that of a lower-energy state, butapplicable using existing computer software and it has proven
nevertheless we apply it and do obtain some useful results. successful in a variety of applicatiof%*° Other implementa-

(b) SYVWN-AVE, B3P86-AVE, and B3LYP-AVE Methods tions of density-functional theory to excited states have been
(Singlet States Only).Technically, the above application of suggested (see, e.g. refs84) which we do not consider. In
the GunnarssonLundqvist theorerd? requires the use of spin-  particular, the popular KohnSham eigenvalue methd@>0-55
unrestricted orbitals; one simply sets the occupancy of the alphain which excitation energies are approximated by Keham
and beta orbitals to reflect the desired electronic state, selectingeigenvalue differences, cannot differentiate between singlet and
triplet spin. While this theorem does not apply to singlet excited triplet states and is clearly inappropriate in this application.
states, it is instructive to consider what happens when one (c) SVWN-TDDFT, B3P86-TDDFT, and B3LYP-TDDFT
repeats this procedure selecting singlet spin. An analogousMethods. We apply time-dependent density-functional (TD-
problem arises in Hartred=ock based theories and is illustrated DFT) to determine the vertical excitation energies of both singlet
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TABLE 1: Description of the Orbital Spaces Used in CASSCF and Related Calculations
doubly occupied active space

calculatiort (n,m) ay bau boy b1y b1y bog bag a ay bay boy b1y b1y bog bag ay
(10,8) 5 0 4 0 4 0 3 0 1 2 0 1 1 2 0 1
(12,11) 5 0 4 0 4 0 2 0 1 2 0 1 2 2 2 1
(12,14) 5 0 4 0 4 0 2 0 3 2 1 1 2 2 2 1
Roos (10,10) 5 0 4 0 4 0 3 0 2 2 0 1 2 2 0 1
Roos (6,12) 6 0 4 0 5 0 3 0 0 4 0 2 0 4 0 2

o

anis the number of active electrons antis the number of orbitals through which they are distributed. The (1
Roos et af. for (n,7*) excitations while the (6,12) active space was used for{) excitations.

,10) active space was used by

and triplet excited states. In this approach, the response of aactive spaces designed to handle all of the states of interest, or
density functional to an applied time-dependent electric field dual active spaces, one fon£*) transitions and a different

is examined, and we apply the method of Bauernschmitt and one for ¢zr,7*) transitions. Of the general active spaces, the
Ahlrichs!256-59 a5 implemented in TURBOMOLEL This is a smallest, (10,8), comprises the six valenc@rbitals and the
rigorous scheme that estimates the poles in the frequency-two lone-pair orbitals and is the smallest possible active space
dependent molecular polarizability (i.e., the electronic transition of this type. It is appropriate only for structuresif, symmetry,
energies) through an adiabatic approximation which replaceshowever; the largest active space which we use is (12,14) which
the full time-dependent exchange-correlation functional with one is in fact the smallest active space which is appropriate for all
which is local in time. It has been successfully appifet states of interest at arbitrary geometries. Active spaces with these
calculate the singlet excited-state energies gf@GH,O, GHy, properties are chosen as our interests lie not only in the
pyridine, and free-base porphyrin. However, from these previous calculation of vertical excitation energies but also in the nature
calculations on singlet states, it is unclear as to whether of the potential energy surfac&swhich, because of vibronic
calculated discrepancies with experiment should be attributed coupling, are very sensitive to the properties of all nearby states.
to shortcomings in the density functional or to breakdown of The dual active spaces which we use are those designed by
the adiabatic approximation used in the TDDFT. Here, through Roos et aP.%? for the purpose of evaluating the most stable
comparison of results obtained for triplet states using the methodCASPT2 vertical excitation energies. They have the advantage
of section (a), the effects of the adiabatic approximation are of the direct inclusion of some strongly coupled Rydberg states
directly exposed. within the active space, hence stabilizing perturbation theory

(d) UHF, PUHF, UMP2, and PUMP2 Methods (Triplet approaches such as CASPT2. While no Rydberg states are
States Only). These singlet-determinant SCF-based schemesincluded in the single active spaces, even the (10,8) active space
are applied to the triplet excited states ustgussian-92" in includes a large number of more weakly coupled states which
direct analogy to the direct density functional methods. Calcula- are not included in the (6,12)r(7*) space of Roos et al.,
tions are performed using spin-unrestricted Hartiéeck theory however, and we find that the contribution to the CASPT2 wave
(UHF) and its triplet spin-projected variant (PUHF). Also, function from the reference CASSCF configuration is typically
dynamic electron correlation is taken into account using spin- 1—2% less for the Rydberg-containing active space.
unrestricted MgllerPlesset perturbation theory (UMP2) and No state averaging is used for the lowest energy state of each
its spin-projected variant (PUMP2). irreducible representation, but for second-lowest states, the target

(e) CIS Method. This involves the evaluation of singlet and ~State is weighted 95% while the lower-energy state is weighted
triplet excited-state energies through the solution of the con- 5%- Issues concerning continuity of potential energy surfaces
figuration—interaction problem in which all possible single Obtained using these methods, and active-space size and state-
excitations from the ground-state reference determinant are@veraging in respect thereto, are discussed in detail else#/here.
considered?! It is implemented usingaussian-941 (9) CNDO/S-CI Method. Developed some 30 years afj&’

(f) CASSCF, CASPT2D, CASPT2, CASPT3, MRCI, and the 'comp.lete' neglegt of differential overlap 'V\'Ilth singles
MRCI +Q Methods. All of these methods involve the use of ~configuration interaction (CNDO/S-CI) semiempirical scheme
multi-determinant wave functions. The complete active space @S been widely applied to determine properties of molecular
self-consistent field (CASSCF) geometry optimizations are excited states. It remains the most economic method for Iarge
performed using MOLCAS2 CASPT2 involves the application m_olecules, with recent appllcatlons including those to porphyrin
of second-order MallerPlesset perturbation theGyto the pllgomers?("”AII calculations are performed using our general-
CASSCF wave function, and calculations are performed using 12ed INDO-MRCI progran?

MOLCAS®2 and sometimes MOLPRE&;MOLPRO is also used
for calculations to third-order perturbation theory, CASPY3,
while results for the diagonal approximation to CASPT2,  The location of at least the six lowest triplet states for pyrazine
CASPT2D, are taken from Hacher, Andersson, and Robs.  has been determined by a variety of experimental and theoretical
Contracted multireference configuration interactfgif (MRCI) techniques, culminating in the work of Walker and PalAfer.
calculations, possibly including the David$8morrection for Of these, the assignment of two state§’Bs,) and Ts(3Byg) is
quadruple excitations (MR&1Q), are performed using MOL-  clear while those for the four states observed at 4.0, 4.2; 4.4
PRO% 4.6, and 5.55.7 eV are based only on the results of multi-

The quality of the results obtained from all of these methods reference doubles configuratieimteraction (MRDCI) calcula-
is related to the size of the active space employed. We use thetions. These calculatioMsused 27 reference determinants and
notation 6,m) to indicate that the active space is obtained by a double¢ basis set. Our computed energies for all six states,
forming all spin-allowed excitations involvingn electrons along with the assignments of Walker and Pafffhand the
distributed throughm orbitals. The active spaces used are results of their MRDCI calculations are given in Table 2; they
detailed in Table 1 and are of two different types: either single are shown graphically in Figure 2. A large number of states

[ll. Evaluation of Vertically Excited State Energies
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TABLE 2: Triplet Vertical Transition Energies, in eV, of Pyrazine at the B3LYP/cc-pVDZ Ground State Geometry and the
RMS Difference from the Assignments of the Observed Energies by Walker and Palm&

RMS error

method basis |Og to T1 3Bgu T, SBm T3 3Au Ta 382u Ts 3Bzg Ts SBlu Ti—Tse Ty, Ts
observeéf 3.4Z 4.0 4. 454+ 0.1 4.59 5.7+ 0.2
CNDO/S-CI —1.0i 3.52 2.66 5.42 3.20 4.88 4.23 1.10 0.22
PUHF 1 3.2¢ 3.87 2.52 5.92 3.59 5.61 3.96 1.31 0.79
PUMP2 1 3.79 3.36 5.00 4.57 4.99 4.96 5.68 0.50 0.27
CIS 1 25¢g 4.09 3.47 6.70 4.26 5.46 5.24 1.16 0.78
CIS 3 369 4.07 3.45 6.66 4.00 5.42 5.16 1.16 0.75
SVWN 1 29g 3.00 4.69 4.02 4.50 4.63 5.37 0.36 0.30
SVWN-TDDFT 1 29t 2.86 4.54 3.70 4.29 4.36 5.31 0.43 0.43
SVWN-ADF 2 21a 2.97 4.64 4.02 4.44 4.59 5.30 0.37 0.32
B3P86 1 319 3.03 4.44 4.07 4.33 4.65 5.14 0.34 0.28
B3P86-TDDFT 1 2.7t 2.89 4.13 3.83 4.15 4.36 5.12 0.40 0.41
B3P86-ADF 2 29a 3.00 4.36 4.07 4.24 4.60 5.04 0.37 0.30
B3LYP 1 29g 3.37 4.42 4.57 4.32 4.98 5.06 0.39 0.28
B3LYP 3 39g 3.33 4.38 4.59 4.12 4.92 4.97 0.43 0.24
B3LYP-TDDFT 1 3.0t 3.21 3.95 4.46 4.20 4.66 5.11 0.30 0.16
B3LYP-TDDFT 4 2.1t 3.04 4.12 4.25 4.62 4.48 5.36 0.22 0.28
CASSCF(Roos) 1 19¢c 4.46 4.07 6.07 4.55 5.61 5.24 0.99 1.03
CASSCF(Roos) 3 40c 4.52 4.08 6.14 4.37 5.61 5.20 1.02 1.06
CASSCF(10,8) 1 23c 4.23 4.00 5.86 4.81 5.33 5.32 0.84 0.77
CASSCF(10,8) 3 3.6p 4.24 3.99 5.89 4.70 5.31 5.30 0.84 1.30
CASSCF(12,11) 1 3.0c 4.27 4.08 5.86 4.83 5.61 5.40 0.89 0.94
CASSCF(12,14) 1 52c 4.86 4.22 6.42 4.93 6.01 5.78 1.24 1.43
CASPT2(Roos) 1 25¢c 3.24 4.15 4.42 4.39 4.84 5.04 0.32 0.22
CASPT2(Roos) 3 4.1c 3.11 4.06 4.28 4.12 4.68 4.87 0.40 0.23
CASPT2(10,8) 1 28c 3.16 4.15 4.29 4.28 4.81 4.98 0.35 0.24
CASPT2(10,8) 3 49p 2.95 4.06 4.15 3.98 4.84 4.80 0.48 0.38
CASPT2(12,11) 1 34c 3.26 4.15 4.43 4.28 4.81 5.01 0.34 0.19
CASPT2(12,14) 1 55¢c 3.34 4.19 4.51 4.35 4.93 5.08 0.33 0.25
MRCI(10,8) 1 55p 3.96 4.25 5.40 4.70 5.31 5.38 0.64 0.64
MRCI(10,8) 3 57p 3.97 4.21 5.45 4.52 5.27 5.32 0.65 0.62
MRCI+Q(10,8) 1 5.5p 3.81 4.33 5.14 4.66 5.27 5.38 0.54 0.54
MRCI+Q(10,8) 3 57p 3.81 4.30 5.18 4.45 5.21 5.31 0.54 0.52
CASPT3(10,8) 1 4.8p 3.93 4.33 5.32 4.63 5.32 5.43 0.61 0.63
MRDCI6 5 3.28 4.00 4.12 4.66 4.84 6.05 0.20 0.20

aThe basis sets used are 1- cc-pVDZ, 2- ADF #lIl (polarized dogple3- aug-cc-pVTZ, 43-21G, 5- doublé:. Pt is the computer time
required on a DEC Au/500 workstation, in s, using (a) ADF, (c¢) MOLCAS, (g) GAUSSIAN-94, (i) our own INDO-MRCI program, (p) MOLPRO,
(t) TURBOMOLE. ¢ Estimated as the observed-0 line at 3.33 eV plus the average reorganization energy from TalSldgsignment based on
the shown MRDCI result§ (double£ basis). Fischéf has suggested that the assignments,adid T, may be reversed;sland Ts may be poorly
located.
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UHF

MRDCI
B3LYP
B3P86
PUMP2 $
CIs
PUHF

CNDO/8-CT

SVWN-ADF

Observed
CASPT2(10,8)
CASPT2(12,11)
CASPT2(12, 14}
CRSPT3(10,8)
MRCI{10,8)
MRCI+Q{10,8)
B3LYP-TDDFT
SVIR-TDDFT
B3P86-TDDFT
CASSCF(10,8)
CRSSCF(12,11)
CASSCF(12,14)

Figure 2. Graphic display of the observed (horizontal dashed lines) and calculated vertical excitation energies for statgddken from Table
2.

have also been observed within the singlet manifold, and these states in general follow the assignments of Walker and
corresponding data for eight valence singlet excited states isPalmet® and Roos et aP,we list this state as sSto avoid
given in Table 3 and shown graphically in Figure 3. Of these confusion as the notatiors % widely use@°for 1B,,. Recently,
eight states, seven have firm assignméfits,1516put a low- equation-of-motion coupled-cluster (EOM-CCSD) and related
lying 1A, state remains unobserved. While our namggos calculations with triples corrections (EOM-CCSD(T)) calcula-
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TABLE 3: Calculated Singlet Vertical Transition Energies, in eV, of Pyrazine at the B3LYP/cc-pVDZ Ground State Geometry
Evaluated, except Where Noted, Using the cc-pVDZ Basis, and the RMS Difference from the Assignments of the Observed

Energies by Roos et af.

method $ B3y S, 1By S IA, S; 1Bog S 1Byg S 1B1y S; By Ss 1By RMS error

observedf 3.9" 4.81 5.19 6.10 6.51 7.67 7.67

CIS 5.17 6.12 6.94 6.83 9.42 6.74 8.98 9.25 1.75
CASSCF(Roos) 5.24 5.10 6.32 6.28 7.57 8.51 9.65 9.55 1.55
CASSCF(Roos) 5.17 5.02 6.08 6.27 7.41 8.22 10.16 9.61 1.59
CASSCF(10,8) 4.86 5.05 5.92 5.91 7.20 8.56 10.53 10.03 1.72
CASSCF(12,11) 4.98 5.13 5.86 6.23 7.39 8.51 10.23 9.75 1.65
CASSCF(12,14) 5.29 5.26 6.20 6.30 7.37 8.43 11.98 11.37 2.42
CASPT2D(Roos) 3.58 4.77 4.37 5.17 6.13 6.68 7.57 7.75 0.13
CASPT2(Roo0s) 3.88 4.81 4.45 551 6.32 6.75 7.71 7.61 0.18
CASPT2‘(10,8) 3.81 4.77 4.33 5.49 6.24 6.61 7.40 7.04 0.29
CASPT2(10,8) 3.83 4.79 4.36 5.50 6.26 6.60 7.43 7.28 0.22
CASPT2(12,11) 3.91 4.75 4.46 5.49 6.26 6.65 7.57 7.41 0.18
CASPT3(10,8) 4.62 5.26 5.33 5.99 6.97 7.17 8.78 8.72 0.84
B3LYP-TDDFT® 3.91 5.78 4.35 5.61 6.14 6.95 8.24 8.17 0.52
B3LYP-TDDFT 3.99 5.49 4.59 5.66 6.37 6.58 7.87 7.90 0.35
B3LYP-AVE 3.88 5.11 4.55 5.58 7.01 6.53 7.34 8.62 0.55
B3P86-TDDTF 3.60 5.37 3.97 5.19 5.54 6.48 7.70 7.57 0.31
B3P86-AVE 4.17 5.11 5.01 5.95 7.22 6.54 7.30 8.78 0.70
SVWN-TDDFT 3.47 5.38 3.79 5.06 5.36 6.53 7.71 7.41 0.39
SVWN-AVE 3.48 4,92 4.10 5.19 6.85 5.77 6.49 8.75 0.74
CNDO-S/CI 3.52 4.59 5.98 4.88 7.98 5.98 7.18 7.50 0.79
EOM-CCSD? 4.34 5.09 5.20 5.97 7.04 6.96 8.14 7.93 0.56
EOM-CCSD(T}® 3.95 4.64 4.81 5.56 6.60 6.58 7.72 7.60 0.25

a Estimated as the observed-0 line at 3.83 eV plus the average reorganization energy from TaBIEr®m ref. 80, older worksquote 5.5 eV.
¢ From Roos et & at the experimental ground-state geometry using a tdpMNO basis set but ignoring off-diagonal contributions to the CASPT2
energy.d Performed using MOLPRO, all other CASPT2 calculations were performed using MOLCASLG basis.
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Figure 3. Graphic display of the observed (horizontal dashed lines) and calculated vertical excitation energies for st&gdaken from Table

3.

tions have been performed for the singlet states by Del Bene,the MRDCI method used by Walker and Palifeand the

Watts, and Bartleft® and our notation is consistent with their sophisticated B3LYP density functional method. All category

assignment of the singlet states. The results of their calculationsC methods fail to correctly assign the lowest energy excited

are also shown in Table 3 and Figure 3, along with the results state. In Figure 3 the computational methods are also grouped

from the CASSCF and CASPT2D calculations oflgeher, into three categories depending on their ability to assign the

Andersson, and Rods. singlet manifold. Most methods attain the same category for
Qualitatively, Figure 2 shows that for the triplet states the both the singlet and triplet states, the exceptions being CIS and

computational methods can be divided into three categories CNDO/S-CI which are category B for singlets and C for triplets;

depending on the major features of the state ordering. Categorycategory A methods are invariant.

A contains both the high-quality ab initio methods including Within the category-A methods, for the singlet states, the
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TABLE 4: Dominant Excitations Contributing to the CIS TABLE 5: Maximum and RMS Changes of the Calculated
Wavefunctions Energies of T,—Tg as the Basis Set Is Reduced from
— — aug-cc-pVTZ, in eV
State type excitation coefficient
T, (®Ba) () 20(ag)—22(bu0) 0.67 cc-pvDZ aug-cc-pvDZ cc-pVTZ
T2 (3B (7,7%) 21(b1g—23(a) 0.5& method RMS max RMS max RMS max
, X 19(brg—~22(by) —0.43 B3LYP 010 020 002 004 003 006
Ts (A) (n*) 20(ag~23(a) 0.69 cIS 011 026 002 004 004 0.09
Ta (B2 (.7") 21(b1g)—22(bs,) 0.70 CASSCF(Roos) 0.08 0.18
T (’Bay) (n.z*) 18(by)—22(bs,) 0.64 CASSCF(10,8) 005 0.11 002 004 001 003
6 (Bu) (@) 21(bg—23(a) 0.45 CASPT2(Roos) 017 0.27
19(eg)—22(bs0) 0.5# CASPT2(10,8) 0.18 0.30 009 0.16
aThis excitation only is used in the PUMP2, B3LYP, SVWN, MRCI(10,8) 0.08 0.18
SVWN-ADF, and B3P86, and B3P86-ADF calculations. MRCI+Q(10,8) 0.10 0.21

recent EOM-CCSD(T) results of Del Bene, Watts, and Batflett seems unlikely, however, as the results obtained using TDDFT,
are seen to be in excellent qualitative agreement with the which does include this effect, are not significantly different
CASPT2 and B3LYP-TDDFT results. For the triplet states, in from those of the direct DFT methods.
general, the results of the MRDCI calculations of Walker and  To aid the quantitative analysis of the calculated vertical
Palmet® are also in good agreement with our CASPT2 and excitation energies, in Tables 2 and 3 we report the root-mean-
B3LYP results, the only significant difference being that we square (RMS) deviations between the calculated and observed
predict Ts(°B1y) to be 0.6-1.2 eV lower in energy. Their  transition energies summing over all assigned states. For the
assignment of the shoulder which is somewhat evident in the triplet manifold is also shown this quantity summed over just
experimental near-threshold electron-loss specttiah 5.5- the two states I(°Bzy) and T5(°B2g) for which the assignment
5.9 eV appears to remain sound, however. is firm. For the singlet and triplet bands with firm assignments,
Two small differences found within the category A methods the methods grouped in category A produce errors ranging up
for the triplet states are first that B3LYP (but not B3LYP- to 0.6 eV while those from category C are typically24 eV.

TDDFT) interchanges the order of the stateg°8;, and An important feature is that significant quantitative differences
T4(®B,y), and second, the relative ordering o(*R,) and are found between the earlier MRDCI results of Walker and
T4(®Bzy) is variable. The interchange ot &nd Ty is relevant in Palmet® and our MRCI ones. As our calculations use many

that Fischet/ from an analysis of the vibronic coupling in the more reference determinants, include larger Cl, and employ a
Sy— T3 absorption, has suggested that the assignments of thesdarger basis set than used in the MRDCI calculations, better
two states by Walker and Palm&should be reversed. Indeed, results would naively be expected, contrary to observation.
the computational methods grouped in category B in Figure 2 Further, while the level of ab initio theory increases from

also all show this reversal. These methods include the SVWN CASPT2D to CASPT2 to CASPT3 to MRCI, it is actually the

and B3P96 density functional approaches as well as the PUMP2CASPT2D and CASPT2 results which provide the best agree-
method. They provide a comparable statistical description to ment with experiment. Clearly, the computed results are very

the methods in category A for the two states(®Bs,) and useful in interpreting experimental data, but these ab initio
Ts(®Bzg) for which the experimental assignment is firm, but methods do not provide stable, converged excitation energies
reorder the intermediate states with(*Ry) < T4((Bay) < to within experimental accuracy; much smoother convergence
T2(®B1y). However, for the category B methods, errors exceeding is suggested for EOM-CCSD based methods, howEver.

the magnitude of the ;7— T4 errors are found for {3B3,), and The convergence of the calculated energies with respect to
the results for the singlet states are clearly inferior to those from the computational level is related to the convergence with respect
the category A methods. to both the choice of the active space and the basis set. This

All of the methods grouped in category C fail to clearly connection occurs as, in perturbation theory treatments, it is
identify the lowest excited state in the manifold, a result of important to include all strongly coupled states, including basis-
primary importance. In general, all of the methods which do set sensitive Rydberg states, in the active sgaétSo as to
not include dynamic electron correlation comprise this category, determine the effects of basis-set variation, we have repeated
although CIS and CNDO/S-CI do fall into category B for the many of the triplet calculations using the larger basis sets aug-
singlet states. Results from the CIS and CNDO/S-ClI calculations cc-pVDZ 25 cc-pVTZ 22 and aug-cc-pVTZ® Results for the
are especially useful, however, in that they allow the excited biggest basis set are given explicitly in Table 2, while the
states to be described in terms of linear combinations of single- maximum and RMS changes between this and the smaller basis
determinant wave functions, and the results are given in Tablesets are given in Table 5. The maximum and RMS errors
4 for the triplet CIS wave functions. There, the excitation is associated with the use of the cc-pVDZ basis set are of the order
specified in terms of the SCF molecular orbital numbers, 0.1 and 0.2 eV, respectively, these being somewhat less than
symmetries, and/x classification. Thest,7*) states appear as  the deviations of the calculated numbers from the experimental
linear combinations of two determinants, as is customary for values. For all methods, the maximum basis-set dependence is
such transitions in even alternate hydrocarbons. Such mixing found for the {,7*) state T, ®B,.. The aug-cc-pVDZ basis set
is naturally included in the CNDO/S-CI, CIS, CASSCF (etc.), appears to give results superior to those from the bigger basis
and TDDFT calculations, but for the direct DFT, PUHF, and set cc-pVTZ, reflecting the well-knoviré-2469%importance of
PUMP2 calculations on the triplet states and the AVE DFT the Rydberg states to the valence state energies. Also, the largest
calculations on the singlets, just the major of the two interacting basis-set dependence (maximum error 0.3 eV, RMS 0.2 eV)
excitations must be selected as detailed in Table 4. It is possibledoes indeed occur for the perturbative CASPT2 methods, with
that the switching of the 3By and Ti(3B,,) states by the  the active space containing the Rydberg orbitals giving slightly
SVWN, B3P86, and PUMP2 methods arises as the omitted staticbetter results than the (10,8) active space. Similar results have
electron correlation would act to lower, Bnd hence restore  been found in more exhaustive studie®f the basis-set
the order to that as determined by the category A methods. Thisdependence of CASPT2 energies.
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TABLE 6: Excited-State Reorganization Energiesi, in eV are obtained only for the better-resolved statg&53,), S(*B2y),

state exp PUMP2 SVWN B3LYP CIS CASSCF  11(°Ba), To(*B1), and T(*Bg), and for these the calculated
S (B 015 013 015 guantities are typmall_y in reasonable agreeme_nt with experiment.
S,(1B,) 0.19 023 026 Tht_a exceptions to t_hls are the PUMPZ_ and direct DFT_methods
S: (*AY) 1.08 068 which poorly describe the B states, this apparently being due
T1(°Bay) ~0.1 0.09 0.08 0.10 0.10 0.09 to the explicit treatment of only one of the two key interacting
T2 (2Blu) 05+015 0.62 015 035 037 electronic configurations. These notwithstanding, the reorgani-
$3 gsgu)) ig-j 8-32 8';; é'% g-zg zation energies evaluated using the different methods are in
T: (3B§:) 054025 0.45 055 049 045 reasonably good agreement with each other.
Te (B <0.4 125 021 0.18 Concerning the assignment of the experimentally observed

aThe experimental estimates for the triplet states are made b bands_’ _the reorganization energy _calculations appear_to favor
inspection of the near-threshold electron-loss band contours of Walker the original Walker and Palmer assignméf the.contentlous
and Palmet$ that for §(!Bsy) is half of the difference between the  states F(®Biy) and T4(®Bay). However, before reliable conclu-
observed absorption and fluorescence band maxima in isooctanesions could be drawn, an authoritative deconvolution of the
solutionz* Note that the observed broadening involves not only experimental specttawould be required. The situation with
contributions from the reorganization energidy kut also possible  o0a14 o F(3A,) is much clearer. All calculations predict this
contributions from vibronic coupling. Detailed partitioning bfinto h | o f order 0.7
contributions arising from each of the totally symmetric normal modes Stat€ to have a very large reorganization energy, ot order 0.
is reported elsewherd. 1.0 eV, while the shoulder in the experimental low-energy

electron loss spectrufh which is attributed to this state is

The density functional methods produce results comparable indicative of a much narrower band. It is thus highly unlikely
with those from the ab initio methods, as has been previously that3A, has been correctly identifiedA, is also unidentified.
observed?35 for approximate DFT calculations on singlet The equilibrium geometry changes shown in Table 7 indicate
excited states. Here, by studying triplet excited states, we arethat the A states suffer the greatest distortion from the ground-
able to compute the exact transition energy for the density state geometry with the CC bond lengths increasing by 0.123
functionals as well and hence determine the effects of the A to that of a single CC bond. This result is in accord with the
additional DFT approximations. The RMS deviation between bond orders of the excited states, and it is this displacement
the direct and TDDFT energies for the triplet states averaged which gives rise to the very large reorganization energies shown
over all three DFT functionals is quite small, 0.23 eV, this being in Table 5. A curious feature, however, is thai(®B;,) has
less than typical deviations with experiment (684 eV). As similarly lengthened CC bonds but this distortion generates only
the TDDFT method does account in some sense for the multi- one-third to one-half of the reorganization energy. To some
determinant nature of ther(z*) states, it is not apparent a priori  extent this arises due to the large change in the NCC bond angle
which approach would be expected to give the best results, andin the A, states, see Table 7; more comprehensively, normal
the calculations show that they are essentially equivalent in their mode analys® shows that this arises because fo(®B1,) the
ability to reproduce the experimental data. Having established distortion is entirely in the low-frequency ring deformation mode
the quality of the TDDFT approach through this analysis, we (CIS v, = 985 cnt?) while for T3(3A,) a similar distortion
may examine the quality of the averaging approach (AVE) for occurs in this mode but the greatest distortion occurs in the
the singlet states by comparison of the two sets of results. In high-frequency ring breathing mode (Cig, = 1716 cnt?).
this case the RMS deviation, averaging over all states and all
functionals, is much higher, 0.77 eV. As Table 3 and Figure 3 V. Conclusions
show, the effects are small for some states and large for others,
and the AVE method appears, in general, to be unreliable. We have investigated the ability of a range of computational

From Table 2 we see that, for the generally applicable and methods to predict the vertical excitation and possibly also
computationally efficient BSLYP-TDDTF method, use of the symmetric relaxation energies for 14 excited electronic states
small 3-21G basis set produces the results which, of all methodsof pyrazine. The most reliable results appear to come from
considered, show the smallest deviation from experiment for EOM-CCSD(T)!3 CASPT2, and B3LYP methods; B3LYP may
the triplet states. This is a coincidence as this result is not reliably be implemented either directly (for triplet states only)
_repeated for the singlet manifold (see Table 3), but neverthelesspr approximately, using TDDFT, but heuristic state-averaging
it suggests that this method may be very useful for the (AVE) assumptions are unreliable. For the CASSCF-based
determination of the excitation energies of large molecules. methods, the calculated energies vary significantly with the
Finally, we note, however, that while the tabulated basis-set chojce of the active space and basis set, but all post-CASSCF
dependences for B3LYP shown in Table 5 closely parallel those methods suggest similar assignments and appear qualitatively
for MRCI+Q and other methods, similar results are not expected yopyst, Numerically, the most accurate results come from
if doubly augmented basis sets are used. This is because B3LYPyppjication of the methodological, active-space, and basis-set
dramatically underestimates the energies of Rydberg statesqompinations determined by Roos etfbyt the CASPT2D
involving 4s or 4p character, consequentially depressing the 3syegyits do change considerably on improvement of the meth-
and 3p Rydberg transitions into the valence redion. odology to CASPT2, CASPTS3, or MRCI, and the CASPT2

. . results are somewhat active-space and basis-set dependent.
IV. Relaxation Energies Alternatively, EOM-CCSD(T) appears to provide a systematic

The geometries of S— S, and T, — Tg have been optimized  improvement on EOM-CCSD, and these ab initio time-depend-
using a variety of methods and the results are shown in Tableent methods may prove to be more robust that the ab initio
6 (reorganization energies) and Table 7 (CIS equilibrium CASSCF-based methods. However, CASSCF-based methods
geometry changes). Estimated experimental reorganization enerwill always be more appropriate for molecules whose ground
gies are also provided, these being obtained from inspection of state is not properly described in terms of a single-determinant
the observed band contours. Realistic experimental estimateswvave function. This issue is explored elsewH&féwhere we
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TABLE 7: Calculated Dy,-Optimized Equilibrium Geometries for Various Electronic States?

So (*Ag)
ex  B3LYP SCF  S(Ba) S(Ba) Ss(*A) Ti(Ba) T2(Bw) Tz(CA) Ta(Bz) Ts(Bzg) Te(°Bu)
CN 1.337 1.339 1.320 0.013 0.012 —0.041 0.016 0.001 —0.041 0.024 0.047 0.038
cc 1.400 1.399 1.389 0.000 0.000 .123-0.004 0.109 0.123 0.031 —0.038 0.016
CH 1.096 1.095 1.083 —0.002 —0.002 —0.003 —0.003 —0.002 —0.004 0.001 —0.004 —0.003
NCC 122 122 122 -2 -2 -6 -1 0 -6 3 —4 1
CCH 117 121 121 -2 -2 -1 -1 -1 -1 -3 4 0

a Absolute bond lengths and angles are given fgh8t for the excited states changes from the SCF ground-state values are given. Bond lengths
are in A, bond angles in degrees; CIS geometries are shown for excited states, and the cc-pVDZ is used throughout. Optimized Cartesian coordinates
for these states obtained using all computational methods are provided elséwdeaalso, e.g., refs 11,16Electron diffractiorf!

consider the applicability of EOM-CCSD and TDDFT to excited TABLE 8: Calculated Adiabatic Excitation Energies, in eV,

states involving either significant bond extension or bond Evaluated at Dx-Optimized SCF (Ground State) and CIS
(Excited State) Geometries

breakage.

For the triplet states of pyrazine, the identity of at least three state obst CASPT2(10,8) B3LYP-TDDFT
observed states remains uncertain. The (apparently) most reliable T, (38, 3.33 3.07 3.10
theoretical methods all listB,, and 3By, in the order given T2 (GAY) 3.62 3.73
originally by Walker and Palméf but the energy differences Sz (*Au) 3.67 3.86
between the states (observed @&50.1 eV) is less than the 15_1(233“) 3.83 57710 33'4?97
absolute accuracy of the methods (for which typical RMS errors Ti EBB;B 3.97 3.99
are 0.2-0.3 eV per state while maximum errors are ca. 0.5eV). 1, (s, 4.32 416
Reorganization energy calculations also tentatively support this = S, (*B,,) 4.49 5.28
assignment. Nevertheless, the empirical vibronic coupling Te (*B1) 4.68 4.90

calculations of Fischer, which analyze the vibrational structure
of T1(®Bay), do suggest that the assignment of these states shouldunderstood. (2) This state is dark to direct observation by
be reversed, and we feel that the theoretical calculations areabsorption/emission spectroscopic methods, and hence its lack
not sufficiently reliable to authoritatively preclude this. To of observation in phosphorescence excitation sp€otan be
further resolve this issue, elsewh&rave calculate a priori the  understood. (3) The potential energy minimum of this state lies
vibrational structure of this electronic state. geometrically distant from the FranelCondon region. Hence,
Other key unresolved issues concern the locations(AS) direct vibronic interactions of it with Twould be minimized
and T3(3A,), the explanation of the possible chaos in the-S by the necessarily small overlap of the vibrational wave
T, absorption spectrum of pyrazine crygtadt 0.2 eV above  functions. (4) & is an @,7*) state whose symmetry may be
the band origin, and the explanation of the observed very rapid lowered fromDn. In fact, B3LYP calculatior® predict that
vibrational relaxation of 7.7 A possible interpretation of the its energy is lowered by distortions in both, (from vibronic
unexplained experimental results is that the origin of an coupling to T;) andvioa (from vibronic coupling to 3), while
electronic state lies between those @f'Bs,) and S(*Bsy). Most CASSCEF predicts energy lowering on distortiomig. Such
discussion of this possibility has focused on the feasibility of symmetry lowering would impart a permanent dipole moment
the location of either 3(3B1y) or T4(3B2y) in this region, but  to the electronic state, making the transition intensity solvent
the failure of phosphorescence excitafioror low-energy sensitive, as is implied by the experimental data, and enhancing
electron-los¥ spectra to detect these states in this region vibrational energy transfer processes, as evidenced by the crystal

indicates that they are not located there. phosphorescence and vibrational relaxation experiments.
It may be possible that the observed spectral features can be One feature of the calculated results is not so readily
interpreted solely in terms of the properties of thesTate (see, interpretable, however, and this is the simultaneous location of

e.g., Heller et al® for possible mechanisms). If, however, an Ss(*A,) within the T;—S; gap. All calculations indicate that the
additional state is located betweeny &nd S, then our singlet-triplet splitting between the fstates is less than 0.1
calculations suggest that the most likely candidates{8AL). eV and so if & were to be located adiabatically 0.2 eV above
Vertically, the most reliably computational methods plage T Ti then § must be also located below.SOne would expect

ca. 0.2 eV above j°B;,) with S; either slightly above or slightly ~ some manifestation of this to have been observed, if indeed it
below S(*B,), and Table 6 indicates that on relaxation the is the case, but perhaps it does lie there but has not been detected
energies of these states decrease significantly. To further exploredue to its small vibrational overlap withy.S

this, we show in Table 8 the CASPT2(10,8) and B3LYP- In the choice of an appropriate computational method for a
TDDFT energy differences for nine excited states evaluated at particular problem, the required amount of computer time (and
the CIS geometries individually optimized By, symmetry. In other resources) is often critical. For the 33 methods used to
this table, the states are listed in terms of their CASPT2 relative determine triplet-state energies, the required computer time is
energy: both F(3A,) and $(*A,) are predicted to lie between indicated in Table 2. These times range over 7 orders of
T1 and § by both computational methods. Interestingly, magnitude, from CNDO/S-CI to MRCI. While the CNDO/S-
T2(®B1y), which has a higher reorganization energy thanis Cl results are clearly inferior to many of the more expensive
predicted to be of equal energy with By CASPT2 and to fall methods, they are useful (particularly for the singlet states) and,
below T; and S by B3LYP-TDDFT. The arguments which  for sufficiently large molecules, this remains the only currently
support the assignment of &s the proposed state between T  feasible technique, though possible alternative techniques are
and S are: (1) & has a large reorganization energy and hence being develope® The DFT-based methods have the advantage
its low-energy electron-loss spectrthwould be very broad that their cost increases at the lowest rate with increasing
with a maximum in the vicinity of a number of sharp features. molecular size. Particularly, B3LYP appears the method of
Hence, its lack of observation in this experiment can be choice for quality calculations on medium-sized systems.
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